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The good’ole times…
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Something went wrong…
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Emerging problems
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As researchers, where do we even start?
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Bot activity vs “human mobs”

• Large scale
• Synchronized

These elements can be leveraged for detection
SynchroTrap, EvilCohort, Botometer, …

Human activity is less coordinated -> characteristic traits stand out less

We have a loose synchronization, common talking points, etc. 
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Information is not only textual
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Online services do not exist in a vacuum

Looking at a single service at a time is not enough to 
capture online hate dynamics

There is anecdotal evidence that 
“fringe” Web communities have a 
strong influence with regards to 
coordinating hate attacks against users 
on other platforms

We lack tools to effectively trace how 
information spreads across different services
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Collecting and labeling 
hate data
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Hate data is hard to label

We leveraged crowd workers to label 80k tweets

Issues:

• Expensive: how do we find feeds with high toxicity?

• Hard to agree: what exactly is hateful content?
• Having many categories doesn’t help (bullying, aggression, hate, …)

• Hate is often very content dependent

Dataset (ICWSM 2018)
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Measuring 
“meme magic”
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Measuring memes at scale

Data Collection
(160M images)

Perceptual 
Hashing

Clustering
Influence 

Estimation
(Hawkes)

Annotation site

Code for our analysis pipeline (and data) available at 
https://github.com/memespaper/memes_pipeline
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Examples of clusters
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Top memes per social network

4chan (/pol/) Reddit Gab Twitter
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Paper (IMC 2018)



Measuring online raids
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Real life story: weird emails in my inbox
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What was happening?

This is what we 
call a raid
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What is 4chan?

• An image board

• Conversations grouped into 
threads

• Fixed number of threads alive at a 
given time

• New replies bump a thread to the 
top of the page

• Anonymous

• Ephemeral (median thread 
lifetime: 47 min)
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Data Collection

4chan is divided in boards, we focus on /pol/, the 
“politically incorrect” board

Paper (from ICWSM 2017)

/pol/ /sp/ /int/ Total

Threads 217K 14.4K 24.9K 256K

Posts 8.3M 1.2M 1.4M 10.9M
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Raids against YouTube videos

14% of videos see peak 
commenting activity during 

the /pol/ thread lifetime

YouTube is the domain most often linked on /pol/ 
(93k in our dataset)

Anecdotally, we know of many raids directed from 
/pol/ towards YouTube
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Measuring synchronization
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We use cross-correlation to estimate the 
lag between the two threads

• We model the comments on /pol/ and 
YouTube as two Dirac Combs

• We slide a signal on the other for every 
possible lag value and calculate the dot 
product between the two signals

• We calculate the PDF of the dot 
products for all possible lags

• The estimated lag value is the one that 
maximizes this PDF
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Identifying raided videos on YouTube

Videos showing a high degree of 
synchronization with /pol/ threads

• Tend to receive comments from common 
sets of accounts (sock puppets)

• Tend to attract comments that contain 
more hate speech (calculated through 
the Hatebase API)
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What to do about raids?

Our measurement allowed us to collect a ground truth dataset of raided videos

Can we predict which videos will get raided? (Work in progress)

Sometimes simple solutions are the most effective: disable comments for the 
lifetime of a /pol/ thread?

(Preprint)
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There is so much more to do

• The Web is a big place, there are many communities

• How do we automatically extract meaning from images?

• There is more to text and images (videos, streaming)

What are the best countermeasures against online hate?
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Conclusions

It is difficult to measure online hate

• Lots of heterogeneous communities

• Lots of different types of content

• Hard to automate – domain knowledge required

Established techniques to mitigate bot activity are not enough

• Loose coordination

• Human component
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